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On the face of it, the very idea of a moral machine seems an oxymoron. As moralists ranging from the founders of modern philosophy  (e.g., Spinoza, 1677; Hume, 1739-40) to New York Times columnists (Brooks, 2009) have recognized, ethical choices are motivated by emotions, and devices like robots and artificial intelligences (AIs) do not have emotions. Wendell Wallach and Colin Allen recognize this fact; in their book, Moral Machines: Teaching Robots Right from Wrong, they address its implications both in discussion of what they call the super-cognitive factors involved in moral reasoning, and in their explicit recognition of the limited sense in which notions of morality and responsibility can be appropriately applied to artificial devices. They are quite clear that, at present, there is no possibility of an artificial moral agent (AMA) that is fully responsible in the same sense that human beings are. But, while remaining agnostic about the ultimate possibility of such a device, they argue that it is both possible and necessary to discuss issues of relative artificial morality. Citing devices like aircraft autopilots, programmed securities trading systems and automated weaponry, they note that such systems are becoming more complex and pervasive, and suggest that this process involves a transfer of human decision-making capacity to machines. 

These machines, they argue, occupy a space somewhere between the “operational morality” of tools where the operator makes all decisions, and the hypothetical “full moral agency” imagined by science fiction writers. They are, the authors argue, “functionally moral” (p. 26). Autopilots are relatively simple examples of this notion of functional morality. These systems, the authors explain, are designed with constraints against maneuvers like turning a plane so sharply that it would bank at an angle that passengers would be likely to find uncomfortable or frightening. It is because these autopilots instantiate the designers’ ethical concern for passenger safety and comfort that the authors see them as functionally moral. An autopilot, in which the “moral” decision to limit the plane’s turning radius is made by the designers, is a relatively low-level example of functional morality. Moral questions raised by computerized securities trading systems, programmed to maximize short-term profits and operating at speeds beyond the capacity of human supervision are more complex. Such systems might reasonably be thought of as functionally immoral, particularly when, as in the Fall of 1987, they reproduced the herd mentality of many of their human counterparts, becoming a significant causal factor in a major stock market crash.

In the course of making their case for giving serious consideration to the intersection of artificial agents and ethical questions, the authors of Moral Machines report on a wide range of AI and robotics research, ranging from automated customer service systems, where the goal is to make the customer feel as comfortable with the computer interface as with a human, to pure research into questions of machine learning and game theory. In the former case, the standard of performance is a simple behavioral measure, what the authors call a Moral Turing Test, that asks if a human observer could detect whether the behavior in question was produced by a human or a computer program. The more experimental work, however, raises deeper questions including how best to conceptualize the moral capacities that might be engineered into an AMA: questions that run in tandem with philosophers’ reflections on the nature of human ethics. Here, the philosophers’ debates over the merits of deontic as opposed to utilitarian moral systems, morphs into the consideration of top-down and bottom-up systems of control and learning and, indirectly, returns the discussion to the issue of moral sentiments. 

Kant’s categorical imperative comes in for discussion in this context, as the authors note that a Kantian AMA – capable of computing whether a proposed action could succeed if other agents like itself acted the same way – would be possible in theory but impracticable because of the enormous amount of computation such an assessment would require. They also discuss and dismiss the possibility of engineering a purely utilitarian or empirical, ethical model. Such a device would require a bottom-up structure in which the device’s morality would emerge as it undergoes some kind of developmental process. A system like that, Wallach and Allen suggest, could entail a stage comparable to adolescent rebellion, in which the device might be dangerous to humans.

Unfortunately, the authors’ discussion of philosophical ethics remains at a relatively superficial level. Thus, they miss opportunities to compare contemporary research findings with more sophisticated philosophical concepts. Such an approach would have been particularly apt in their discussion of the robotics research of Sandra Gadanho. This project, one of the most interesting described in the book, involves a series of experiments on robot learning. Gadanho works with simple disk shaped devices -- about two inches in diameter and equipped with wheels, sensors, solar power systems and programmable computer chips -- which are programmed to negotiate a maze, and to move purposefully toward intermittent light sources, from which they can draw energy. The robot’s task is to maintain a homeostasis-like balance between the energy they absorb from the light sources and that which they expend getting themselves within range of active lamps. And, the researcher’s purpose is to use relative success in this task as a measure of the adequacy of various learning algorithms with which the devices can be programmed.

The moral philosophy that would best demonstrate the ethical implications of this research is that of Benedict Spinoza, who defined moral agency as emotionally motivated rational action to preserve one’s own physical and mental existence within a community of other rational actors (1985/1677; Part 4, Props. 24, 73). Two of these criteria are met by the basic design of Gadanho’s: as chips-on-wheels, they are embodied cognitive devices and analogues of Spinoza’s “physical and mental” criterion; and their task of preserving their own homeostasis-like energy balance analogizes the self-preservation criterion. In addition, Gadanho’s research has shown that the most efficient learning algorithm is a combination of two systems. The first of these is a bottom–up or “emotional” program modeled after operant condition, which learns indiscriminately from all experience, and which is analogous to Spinoza’s “emotional motivation” criterion. The second, a top-down, or “cognitive,” algorithm programmed to correct the emotional system’s mistakes, analogizes Spinoza’s insistence that to be moral, an action must be rational. 
Gadanho’s research is not a perfect analogue of Spinoza’s model, not the least because her experiments, as described in this account, do not entail Spinoza’s crucial community of similar agents. This is hardly a criticism of her protocol which was created for research into learning and never was intended to provide complete analogues of Spinoza’s or anyone else’s notion of moral agency. That her experimental devices come so close to such a sophisticated model, however, is evidence that functions necessary to moral agency can be modeled in artificial devices, even ones as simple as these chips-on-wheels. This, of course, is the thesis of Wallach & Allen’s book, but in missing the opportunity to make the comparison with a fully articulated moral system, they fall short of making their case as strongly as they might.

Given the variety of intrinsically interesting studies reported on in Moral Machines, it is unfortunate that it is not a better book. The authors spend too much time discussing issues that they ultimately declare to be moot. The work is poorly organized and the reader must work quite hard to extract a coherent line of argument from it. In some sections, the authors, themselves, seem unclear about what they think. For example, in spite of their discussion of the complexity of the top-down vs. bottom-up issue, they often write as though morality were a matter of reconciling the interests of self and others rather than of recognizing a commonality of interests that makes it worthwhile to reconcile such conflicts when they do occur. They also make fundamental mistakes like writing as though emotion developed as a heuristic to bypass slower, more purely cogitative processes rather that realizing that cognition is an adaptation that makes emotion based processes more accurate (p. 146). Yet, for all its flaws, the book does succeed in making the essential point that the phrase “moral machine” is not an oxymoron. It also provides a window onto an area of research with which psychologists are unlikely to be familiar, and one from which, at some point, we may be able to learn quite a lot. 
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